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Quarter-plane lattice paths with interacting
boundaries: Kreweras and friends

Nicholas R. Beaton®, Aleksander L. Owczarek’, and Ruijie Xut

School of Mathematics and Statistics, University of Melbourne, Australia

Abstract. We study lattice paths in the quarter-plane which accrue weights with each
visit to the x-axis, the y-axis and the origin. In particular, we address two cases which
were only partially solved in a recent work by Beaton, Owczarek and Rechnitzer (2018):
Kreweras and reverse Kreweras paths. Without weights these are two of the famous
algebraic quarter-plane models. We show that the reverse Kreweras model remains
algebraic for all possible weights, while the nature of the Kreweras model appears to
depend on the value of the weights and the endpoint of the paths.
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1 Introduction

Lattice paths in the quarter-plane have led to a rich body of research in combina-
torics, with connections to probability theory, algebra, complex analysis and statistical
physics [2, 3, 4, 5, 7, 8]. The standard practice is to choose a subset S of the eight “short”
steps {E,NE,N,NW,W,SW, S,SE} and study the properties of random walks which are
only allowed to take steps from S. These properties may include the number of paths
of length n and the asymptotics thereof, the nature of the generating function counting
the paths, or bijections with other combinatorial objects. The answers to these questions
may depend on where the paths start and end: it is common to consider paths which
start at the origin, but they can be conditioned to end back at the origin, on one of the
boundaries, or anywhere in the quarter-plane.

One connection with statistical physics was explored in [9]. The subject was a two-
dimensional model of interacting directed polymers above an impenetrable surface. Two
paths of length n start at the origin and each can step NE or SE; they can share vertices
and edges but cannot cross; and they must remain on or above the x-axis. Two weights
(in physics these are known as Boltzmann weights or fugacities) were introduced: every
time the bottom walk touches the surface it accrues weight 4, and every time the two
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walks touch they accrue weight ¢ (when both happen at once the weight is ac). The goal
was to compute the generating function

F(zza,c)= Y fomomz'a"c" (1.1)

n,mag,me

where f; ,.m,. is the number of configurations of length n with m, visits to the surface
and m,. shared vertices. From a physics perspective, it is the singularity structure of
F(z;a,c) which is of interest, as this can be used to determine the free energy and the
phase diagram of the model. (For brevity we will dwell no further on physics here.)

The connection to a quarter-plane path may not be immediately obvious but is in
tact straightforward. Every polymer configuration of length n can be mapped to a single
quarter-plane path taking steps in S = {E,NW,W,SE}. When the pair both step NE
(resp. SE), the quarter-plane path steps E (resp. W); when the pair step away from each
other (resp. towards each other), the quarter-plane path steps NW (resp. SE). Moreover,
vertices in the boundary visited by the bottom polymer correspond to visits to the y-axis
by the single path, and shared vertices between the two polymers correspond to visits to
the x-axis by the single path. The numbers f; ;,m. can thus be repurposed — they now
count quarter-plane paths of length n taking steps from S, with m, visits to the y-axis
and m, visits to the x-axis.

This idea was recently expanded in [1], where the authors studied all 23 non-
isomorphic step sets whose generating functions are known to be algebraic or D-
tinite [8], and considered what happens when visits to the x- and y-axes are taken into
account. In particular, they associated weight a with the x-axis and weight b with the
y-axis, and investigated the properties of the generating function of walks which start
and end at the origin for different values of (a,b). For two models ({NE,NW,SW,SE}
and {NE,N,NW,SW, S, SE}) it was proved that the generating function is D-finite for all
(a,b);! for some others it was shown that the nature of the generating function depends
on the values of (a,b); but for many, no solution could be found at all.

One intriguing case which was partially solved in [1] is Kreweras walks ({NE, W, S}).
When (a,b) = (1,1) this is one of only four cases which have algebraic generating
functions [3]; it was shown in [1] that this also holds when a = b. That result easily
generalises to walks ending anywhere, or on the boundaries. However, series analysis
using the Ore algebra package for Sage [6] indicated that the generating function for
walks ending at the origin is in fact algebraic for all (a,b). Note that for walks ending at
the origin, the generating function for reverse Kreweras walks ({E,N,SW}) is identical
to the Kreweras generating function. For walks ending elsewhere, they are not the same.

It is the Kreweras and reverse Kreweras models which are the focus of this extended
abstract. We generalise the work of [1] by including a third weight ¢ for visits to the
origin. For walks ending at the origin, we prove that the generating function is algebraic

1The D-finiteness of the second of these was overlooked in the first version of [1].
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for all (a,b, c). The solution involves multiple applications of the kernel method. Along
the way we also show that for reverse Kreweras walks, the generating functions for walks
ending anywhere, or on the boundaries, are also algebraic. Surprisingly, however, things
seem to be different for Kreweras walks: when a # b and a,b # 1, the solutions become
much more complicated, and it seems likely that they are not even D-finite.

They layout of the remainder of this paper is as follows. In Section 2 we give some
definitions and state the main results. Then in Section 3 we outline the methodology for
solving reverse Kreweras walks for general (a,b,c). In Section 4 we discuss Kreweras
walks and how they differ from the reverse Kreweras model. Some comments and
further questions are discussed in Section 5.

There are a number of complicated polynomials and algebraic expressions which we
were unable to fit into this extended abstract. A MATHEMATICA notebook is available on
the second author’s website” which provides these quantities and verifies a number of
equations. A longer paper which covers this and other material is also in preparation.

2 The model and main results

2.1 Definition and notations

We first define some operations and notations used in this paper. We write [x']f(x) as
the coefficient of [x'] in the power series expansion of f(x). Similarly, [x>]f(x), [x<]f(x),
and [x=]f(x) are the terms with positive, negative and non-negative powers of x.

Next, recall that a function f(x) is algebraic if there exists a polynomial P(x,y) such
that P(x, f(x)) = 0; f(x) is differentiably finite (D-finite) if it is a solution to a linear ODE
whose coefficients are polynomials in x; and f(x) is differentiably algebraic (D-algebraic)
if there exists a polynomial R(x, vy, ..., vx) such that R(x, f(x), f'(x),..., f®(x)) = 0.
All algebraic functions are D-finite and all D-finite functions are D-algebraic. The ratio
of two D-finite functions is D-algebraic, but in general not D-finite.

For a given step set, we denote by g, x; 1, » ,» the number of walks of length n that start
at (0,0) and end at (k, 1), which visit the horizontal boundary (except the origin) / times,
the vertical boundary (except the origin) v times, and the origin u times (the initial vertex
does not count as a visit). See Figure 1. The associated generating function is

Q(t, X, ]// a, b/ C) = Q(xl 1/) - Z tn 2 Qn,k,é,h,v,uxk]/ahbvcu = Z thT’l(xly)' (21)

n>0  k/4hou>0 n>0

We also define generating functions for walks ending on a diagonal line:

Ql(xa,be)=Qf (x) = Y " Y Gukkijhouxaboc. (2.2)

n>0  khou>0

2www.nicholasbeaton.com /papers
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Finally, for brevity, write
Qij(tia,b,e) = Qij = [¥¥]Q(x,y). (2.3)

We will write x = % and likewise for other variables.

2.2 The general functional equation

For a given step set S C {—1,0,1} x {—1,0,1}, the step set generator is

S(xy)= ), xy. (2.4)
(ij)eS

We then write
S(x,y) = A_1(x)y + Ao(x) + A1 (x)y = B_1(y)x + Bo(y) + B1(y)x. (2.5)

In addition, we denote € = [x 'y ~1]S(x,y).

The following theorem can be proved in exactly the same way as [1, Theorem 6]; the
only difference is that weight ab was used for visits to the origin in that paper, while
weight c is used here.

Theorem 1. The generating function Q(x,y), with weight a associated with vertices on the x-
axis (except the origin), weight b associated with vertices on the y-axis (except the origin) and
weight c associated with the origin, satisfies the functional equation

xyK(x,y)Q(x,y) = xyec+x(y — ya —tA 1(x) ) Q(x,0) +y (x — xb — tB_1() ) Q(0,)

+ (xy <a +h—7— 1) n te> Qoo (2.6)
where K(x,y) =1 —tS(x,y) is the kernel of the model.

2.3 Main results

For reverse Kreweras walks, the step set is {E,N,SW}. Then (2.6) becomes
xy(1 = Hx +y +77))Q(x,y) = xye + x(y — ya — 17) Q(x,0) +y(x — xb — 7) Q(0,y)
+ (xy (E +h-7- 1) + t) Qoo. (2.7)

Our aim is to solve this equation. From previous work [3, 4, 7], it is known that Q(x, y)
is algebraic when a = b = c = 1. For arbitrary g, b, c, we have the following theorem.

Theorem 2. For reverse Kreweras walks, the generation functions Qo, Q(x,0), Q(0,y) and
Q(x,y) are algebraic for all (a,b,c).

Corollary 3. For Kreweras walks, the generating function Qg g is algebraic for all (a, b, c).

Some further conjectures and questions are given in Sections 4 and 5.
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Figure 1: A Kreweras path of length 25 in the quarter-plane. This path contributes
weight t?x*ya*b? to the generating function Q(x,v).

3 Reverse Kreweras walks via the algebraic kernel method

When a = b = ¢ = 1, the solutions for all 23 D-finite quarter-plane models can be
found by first exploiting the symmetries of the kernel, and applying them to the main
functional equation (2.6) in order to obtain new equations.’ To then apply the algebraic
kernel method, these equations are combined in order to eliminate certain terms, and then
new equations are found by separating the parts which have positive, negative and/or
zero powers of x or y [3].

This is one method that has been used to solve the @ = b = ¢ = 1 cases for both
Kreweras and reverse Kreweras [3, 4, 7], as well as the a = b and ¢ = ab case for Krew-
eras [1]. Each time only half of the symmetries of the kernel were used; the particular
combination used is called a half-orbit sum. Here we will again use the algebraic kernel
method, however, we will make use of both full- and half-orbit sums.

The whole process is comprised of three main steps. First, we will recall the sym-
metry group of the kernel and use it to take the full-orbit sum, and extract the constant
term with respect to y and then the positive and negative parts with respect to x, to
obtain two “reflection symmetries”. Secondly, we take a half-orbit sum and again take
the constant term with respect to y, use the equations obtained from the full-orbit sum
to eliminate certain terms, and then once again take the positive and negative parts with
respect to x. This yields two equations which each have a kernel-like form. Finally, we
cancel both new kernels and combine the resulting equations to obtain the solution.

3For a few special models there are also other methods — see [4, Tables 1-3] for a thorough roundup.
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3.1 The group and the full-orbit sum
Recall that S(x,y) = x + y + Xy, and notice that the transformations

¢:(xy) = Fy,y) and ¢:(xy)— (x,7Y) (3.1)

do not change the kernel. These two transformations are involutions, and generate a
group of order six, known as the group of the model. The group is isomorphic to Dj3.
The full set of symmetries is

@B @y S y0S S xwm). (3.2)

Applying these six symmetries to (2.7) gives six equations, and an appropriate linear
combination eliminates all terms on the right-hand side. The resulting equation is (after
dividing by the kernel and clearing denominators)

y(1—=b+txb)(1 —a+tya)Q(x,y) —x(1 — a + tya) (tb + xy — xyb)Q(XY, y)
+x(1—b+tyb)(ta+ xy — xya)Q(y,xy) — y(1 —a+ txa)(1 — b+ tyb)Q(y, x)
+x(1 —a+txa)(tb + xy — xyb)Q(xy, x) — x(1 — b+ txb)(ta + xy — xya)Q(x,xy) = 0.
(3.3)

The next step is to compute the constant term with respect to y of (3.3). This is
straightforward, and for brevity we omit the full expression. After exploiting several
boundary relations, it involves unknowns Q(x,0), Q(0,x), Qd(x), Q¢(x) and Qqp, with
coefficients that are Laurent polynomials in x.

To conclude this section, we take the non-negative and non-positive parts of this
equation. The first relates Q(x,0) and Q(0, x):

0 = xabc(a — b) <t2abc —xc(1—a—b+ab) + tx*(ab — ac — bc + abc)) Q0,0
—t2a(b —1)Qq0 — xa(1 — b + thx) <t2a2 +x(1—a)(1- txa)) Q(x,0)
+#2(a — 1)bQq1 + xb(1 — a + txa) (t2b2 +x(1—b)(1- txb)) Q(0,x) — tx(a —b)e. (3.4)
The second relates Q3 (%) and Qf(%):
ﬁ(tz(ab—l—ac—bc—abc) +x(1—=b—c+bc)
+t3xabc — tx*(a — ab — ¢ — ac + be + abc) + t2x3ac(b — 1)) Qo0
—X <t2(2a —2b —ab) + Pxab + tx*(1 +a — b — ab) + x(1 + t>x%a) (b — 1)) Qi(@)
— tx? (2t2ab +x2—a—b)—tx*(a+b— 2ab)) Qd (%)
+12(a — 1)bQo1 — 2a(b — 1)Q1 0 — ¥e <t2ab — x(1— txa) (b — 1)) —0. (35)



Quarter-plane lattice paths with interacting boundaries 7

When a = b these equations are of no use: the first is just a linear combination of
the obvious identities Q(x,0) = Q(0,x) and Q19 = Qo,1, while the second is just the
relationship between QZ(x) and Q% (x) = ¥Q4,(x), evaluated at x — X.

3.2 The half-orbit sum

We start this section in a similar way as the non-interacting case [7]. We put aside (3.4)
and (3.5) and return to the main functional equation (2.7). We again use the kernel
symmetries (3.2), but this time only half of them: (x,y), (xy,y) and (xy, x). We choose
these three in order to get an equation involving Q(x,0) and Q(0, x), so that (3.4) can be
used to eliminate terms.

Eliminating Q(0,y) and Q(x¥,0) gives a single equation of the form

K(x,y) (axyQ(x,y) + a7,y Q(XY, y) + azx Q(X7, X))
=a+ ‘Xx,OQ(xr O) + “O,xQ(OI x) + “0,0Q0,0 (3.6)

where the coefficients are all Laurent polynomials in x and y.

We then divide by K(x,y) and take the constant term with respect to y. The left-
hand side involves essentially the same calculations as for (3.3). The right side is more
complicated because of the K(x,y) in the denominator. However, as per [3], it is possible
to write

1 Ay Az
= A+ A (3.7)
K(x,y) L—y/v+ 1-yr-
where the A; are power series in f and independent of y, and <+ are roots of the kernel:
1—t A 1—tx—vVA
vy = z—:\/— —+14+0(1) and 4. = xz—t\/_ —Z+0(?)  (3.8)

and A = (1 — tx)? — 4#°x.
With this expansion in hand we can compute the constant term of the right-hand
side, and after exploiting boundary relations, end up with an equation of the form

B+ BxoQ(x,0) + BoxQ(0, x) + BFQF (%) + BTQT (%) + Bo,oQoo =0 (3.9)

where B4 and B¢ are Laurent polynomials in x and the remaining coefficients are alge-
braic functions.

At this point we make use of relations (3.4) and (3.5) that we obtained via the full-
orbit sum, and eliminate Q(0, x) and Q{(x). Rearranging,

H0Q(x,0) = (+vVA) + 5 VAQH(T)
+ (o0 + v0,0VA) Qoo + (po1 + V01V D) Qo1 + (M1 +1v10VA)Qup, (3.10)
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where the y and v are all polynomials in x.

The goal now is to split (3.10) apart into two equations — one involving Q(x,0) and
one involving Q4 (x). This can be done by computing the non-negative and non-positive
parts (with respect to x) of (3.10). However, the fact that all coefficients are now algebraic
complicates matters considerably.

The key insight which allows us to proceed is that A can be factorised in a very useful
way [3]. The three roots of A are

01 = 41> + 321 + 4485 + ... (3.11)
0oz =t 12412 22 4 5¢7/2 | (3.12)
so that )
4t X X
A=—(01-63)(1-=)(1-=). 1
51( 1X)( 52) ( 53) (3.13)
Then define
2
A= A Z1-6%  and A= [(1-Z)[(1-2). (3.14)
o1 ) 03
We have
1
=1+ tx + 2% + 53 + 4 (6 + x*) + ... (3.15)
VAL
VAA_ =1 —202% — 48 —26*%% — 8% + . .. (3.16)

We now take (3.10) and divide by /A;. Each u term, divided by /A, produces
only non-negative powers of x. Each v term, now multiplied by /AjA_, produces
only finitely many non-negative powers of x. And importantly, Q¢ (¥) is multiplied by
VBoA_. Tt is thus possible to compute the positive and non-positive parts of (3.10). Do-
ing so, rearranging a bit and sending x + X in the second equation gives the expressions

Py oQ(x,0) = 0+ 00,0Q0,0 + 00,1Q0,1 + 71,0Q1,0 (3.17)
PSQ3 (x) = T+ 10,0Qo,0 + T0,1Q01 + T10Q10, (3.18)

where
Pyo = <t2a2 —x(1—txa)(a— 1)) <2t2ab +x(2—a—b) +tx*(2ab —a — b)) (3.19)

PS = <(ta —x)(a—1)+ t2x2a2> ((tb —x)(b—1)+ tzxzbz) (3.20)

and the ¢ and T coefficients are algebraic functions.
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3.3 The classical kernel method and the algebraic solution

The forms of (3.17) and (3.18) now point to a possible way forward. Each root of P, or
Pgl (in x) which has a power series expansion in ¢ will (assuming nothing goes wrong on
the right-hand side) give a linear equation in Qgo, Qo1 and Qj . If three independent
equations can be found, we will be done.

Each of the four quadratic factors yields one useful root. From Py we have

12,2 15,45 7488 511,411
= 3.21
e S P s A R s AL PR ST (321)
2t2ab A9a°b%(2ab —a — b 1684313 (2ab — a — b)?
2 = + ( . ) ( - L, (3.22)
a+b—2 (a+b-2) (a+b—-2)
and from Pg‘
4 4 24747 5410410 14413413
=t 3.23
s S P PR P s R (R D (3.23)
pAph 277 5410510 14413513
P4 = th + (324)

=1 (=12 (h—1P T =1E

Substituting into (3.17) and (3.18) appropriately, we confirm that none of the ¢ and 7
terms vanish. We thus get four equations of the form

0= +250Q00+21Qo1 +20Quo  fori=1,...,4 (3.25)

The final question, then, is which combination(s) of these equations, if any, give a
solution. That is, for which i, j, k is the determinant

i i) ~(k i k i k i i) ~(k i k i k
Dijx = Co086A%h0 — Gonbindor — LoaZostts + Go1¢tadoo + iodabod — {1 %@éfié(éég%)
non-zero? Curiously, we have Dj 53 = 0 while
4t'4a80%¢(a — 2) (a — b)?(ab — 1)
P124= (atb—2) +O() el
Disa = —t2a®%c(a —1)(b—1)(20 — 1)(a — b)* + O (") (3.28)
_ 4t20%%¢(a —1)2(b—1)(a — b)*(ab — 1) 13
Dojs4 = — (a+7-2) +0(t7). (3.29)

Choosing one of the valid combinations gives algebraic solutions to Qp, Qo1 and
Q1,0. By back-substitution into (3.17) we then get the solution to Q(x,0), and then (3.4)
gives Q(0, x) (and hence Q(0,y)). Finally, the original equation (2.7) yields Q(x,y).



10 Nicholas R. Beaton, Aleksander L. Owczarek, and Ruijie Xu

At this point the reader may notice some special cases where things appear to break
down, namely b =2 —a,a =1or b = 1. When b = 2 — a the second factor in Py loses
its x term, and as a result no longer has a power series root (ie. p; is no longer valid).
However, roots p1, p3 and p4 remain valid, and this combination still works.

When b = 1 the system simplifies dramatically. This is because 019 = 0 when b = 1,
while the other ¢ coefficients do not vanish. It thus suffices to check that substituting p;
and p; into (3.17) gives two independent equations at b = 1, which it does, since

Dia = 50057 — eNell = 27a%(a — 1) (a —2) + O (). (3.30)

Back-substitution again yields the solutions to the other generating functions. Naturally
the a = 1 case is just a reflection of b = 1.

4 Kreweras walks

Recall that S(x,y) = ¥ + ¥ + xy for Kreweras walks, so that the generating function Qo
is the same for Kreweras and reverse Kreweras, but all other generating functions are
different. For Kreweras, the main functional equation (2.6) is

xy(1— Hxy +% +7))Q(x,y) = xyec+ x(y —ya — ) Q(x,0) +y (x —xb—t) Q(0,)
+xy (ﬁ+E—a— 1) Qoo (4.1)

and the symmetry group of the kernel is still (3.2).

Attempting to proceed in the same way as reverse Kreweras immediately leads to
trouble. The full-orbit sum does not vanish; instead, the right-hand side is (after clearing
denominators and dividing by the kernel)

1
K(x,y)

The left-hand side is very similar to (3.3).

When a = b this cancels and an algebraic solution follows, as found in [1] (in that
paper a = b = ¢, but in fact the value of ¢ has no effect on the solvability). When a # b,
we can still divide by the kernel and compute the constant term with respect to y. Since
the left-hand side is almost the same as (3.3), that part poses no difficulty, and leads to
an expression involving Q(x,0), Q(0,x), Qd(x), Q(x) and Qp,, with coefficients that
are Laurent polynomials in x. On the right-hand side (4.2), we can compute a partial
fraction expansion of 1/K(x,y) similarly to (3.7), and get something of the form

<K + \;%) + (Ko,o + %) Qo,0 (4.3)

B (x —y)(1 - x*y)(1 — xy?)(a — b)c (ab — (ab — ac — bc + abc)Qyy) - (4.2)
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where A’ = (1 — tx)? — 4t?x and the x and A are Laurent polynomials in x.

Here, then, our quest for an algebraic solution fails. By factorising A’ as we did for A
in (3.13), we can remove either the positive or negative powers of x from (4.3). Whichever
we choose, however, will make the left-hand side unworkable: either we get infinitely
many positive x powers multiplied by Q§(¥) and Q%(%), or infinitely many negative
powers multiplied by Q(x,0) and Q(0, x). As a result, we are forced to deal with (4.3)
directly, and taking the positive or negative part with respect to x moves us away from
algebraicity and into the realm of D-finite functions.

At this point we have not attempted to push through the solution for Kreweras walks
any further. With the further manipulations that would be required, it is likely that not
even D-finiteness is preserved. Indeed, we have generated 3000 terms of Q(1,1), Q(0,1)
and Q(1,0) for (a,b,c) = (2,3,6), and analysis with the Ore algebra package for Sage [6]
turned up no potential D-finite solution.

However, when a = 1 or b = 1, a D-finite solution was found via series analysis. This
may be for the same reason that the reverse Kreweras case simplifies considerably when
b = 1: a coefficient in the final set of equations may vanish.

We thus have the following conjectures.”

Conjecture 4. When a # b and a, b # 1, the generating functions Q(1,1), Q(0,1) and Q(1,0)
for Kreweras walks are not D-finite.

Conjecture 5. If a = 1 or b = 1 (but not both), the generating functions Q(1,1), Q(0,1) and
Q(1,0) for Kreweras walks are D-finite but not algebraic.

Also observe that when ab — ac — bc + abc = 0, the Qoo term disappears in (4.2).
Further series analysis leads us to the following conjecture.

Conjecture 6. If ab — ac — bc + abc = 0 then the generating functions Q(1,1), Q(0,1) and
Q(1,0) for Kreweras walks are D-finite.

Conjecture 4 naturally extends to Q(x,y), Q(0,y) and Q(x,0). We offer no suggestion
as to whether Conjectures 5 and 6 are also true for Q(x,y), Q(0,y) and Q(x,0).

5 Final thoughts and other problems

If Conjecture 4 is true then it is surprising for at least two reasons. Firstly, such a big
difference between the generating function Q(1,1) for Kreweras and reverse Kreweras
is unexpected, since Q(0,0) is identical for both of them, for any (a,b,c). Secondly, this
is the first instance (that we are aware of) where the generating function Q(1,1) is more

4Note added in revision: We now have reason to believe that Conjecture 4 is incorrect, and that these
generating functions are in fact D-finite. A write-up of these results is currently in preparation.
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complicated than the generating function Q(0,0). (There are at least two cases where the
reverse is true, namely {N,W,SE} and {E,N,NW,W,S,SE} [7].)
A number of questions also arise:

* Can the algebraicity of Q(0,0) (Corollary 3) be established from (4.1) directly, with-
out using reverse Kreweras walks?

¢ Can Conjectures 5 and 6 be proved using the same method as reverse Kreweras?
Does the ab — ac — bc + abc factor have an analogue for any other models?

e The “double Kreweras” model {E,NE, N, W, SW, S} has the same group as Krew-
eras and reverse Kreweras, and the unweighted case is also algebraic. What can be
done to solve this model?

* Are there any other cases where Q(1,1) is more complicated than Q(0,0)?
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